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A B S T R A C T

Nowadays, with the continuous development of science and technology, the social demand for the network is
more and more, and with the continuous expansion of the network scale, the complexity of the network
is increasing day by day. How to locate the fault accurately and quickly from a large number of alarm
information has become a problem. To solve this problem, we must use computer technology to study the
automatic analysis technology of alarm correlation. Therefore, this paper applies data mining technology to
communication network alarm analysis, and based on fuzzy theory, it can accurately describe the relationship
between network alarm and fault reason, and combines data mining technology with fuzzy theory to form the
network alarm correlation analysis method of fuzzy association rule mining. On this basis, in order to mine
the fuzzy association rules of the fuzzy alarm database directly and avoid the interference in the process of
converting the alarm database to the transaction database, this paper proposes a dynamic time window fuzzy
association rule mining algorithm. Through the simulation analysis, compared with the traditional data mining
technology, the fuzzy association rules mining method combined with the fuzzy theory has better performance,
and the further proposed dynamic time window fuzzy association rules mining algorithm greatly improves the
accuracy of the association rules confidence, and has good application performance in the network alarm
correlation analysis.
. Introduction

With the continuous development of science and technology, com-
unication technology is constantly updated, and the competition of

ommunication network market is more and more fierce. The tradi-
ional network operation and maintenance management mode is that
he monitoring team composed of various specialties is responsible for
he network management of the specialty, but in today’s fiercely com-
etitive communication network market, the mode has been unable to
eet the market demand. The traditional network operation and main-

enance management mode requires multi-disciplinary, multi-vendor
nd multi-platform decentralized management, which wastes human
esources, increases the cost of network operation and maintenance,
nd lacks the ability of centralized processing of alarm data, which
asily leads to the existence of missed alarm and false alarm. Therefore,
t is imperative to unify the traditional decentralized network operation
nd maintenance management mode and realize the integrated appli-
ation of the existing heterogeneous software and hardware systems,
hich is conducive to improving the operation and maintenance effi-

iency of the communication network and reducing the operation and
aintenance cost. However, the centralized operation and maintenance
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mode of the communication network will lead to a large number
of derivative alarm information generated simultaneously by multiple
devices and links in the network when a component fails due to the cen-
tralized processing of all information, which brings a new challenge to
the network monitoring center to quickly and accurately find and locate
the fault. Therefore, in the face of new challenges, it is very necessary to
use computer technology to study the correlation analysis mechanism
of automatic positioning alarm fault, generate alarm tree through alarm
correlation analysis, quickly and accurately analyze root alarm and
derivative alarm, so as to locate the fault for maintenance personnel
to repair the fault and ensure the stable operation of communication
network system.

The correlation analysis of alarm data, in fact, is to shield the
derivative alarm information irrelevant to root fault through correla-
tion preprocessing, reduce the interference of these derivative alarm
information, so as to quickly and accurately find the fault of communi-
cation network. In other words, the essence of alarm data correlation
analysis is to select and filter the alarm information and then carry
out pattern matching to realize fault identification and location. Data
mining technology [1–3] is a scientific data analysis method, which
is very suitable for the correlation analysis of alarm information in
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communication network. It can analyze the historical records of alarm
and automatically find new alarm correlation rules, which is con-
ducive to the rapid location of network alarm fault, saves the process
of troubleshooting for network management staff, and improves the
efficiency of network management staff in dealing with faults. After
in-depth research by researchers, now most of them use data mining
technology to process alarm information and mining association rules
of alarm information [4,5], which effectively improves the efficiency of
traditional troubleshooting methods. Apriori algorithm [6,7] was first
proposed in association rule mining algorithm. Its disadvantages are
that it will produce a large number of candidates sets and need to scan
the database repeatedly. Therefore, the improvement of association
rule mining algorithm is mainly from three aspects: reducing candidate
set, compressing the general office of affairs and reducing the number
of database scans. Some improved association rule mining methods
such as Frequent Pattern tree (FP Tree) can reduce candidate set, total
number of transactions and the number of database scans at the same
time. Up to now, the research of association rules can be divided
into two kinds: generating frequent set candidates and not generating
frequent set candidates.

Although the research and application of association rule mining
algorithm has developed rapidly, there are still some problems that
need to be solved urgently, and the efficiency of association rule mining
and the accuracy of troubleshooting are still lacking. This is mainly
reflected in the fact that the traditional association rule mining algo-
rithm only deals with the fault alarm information, but not the network
fault directly. Although alarm information has a direct relationship
with network fault, their essence is not the same, and the processing
of alarm information will inevitably have a certain impact on network
fault diagnosis. Specifically speaking, the alarm information is caused
by the failure of a part of the communication network, which causes
the equipment or link associated with it to send abnormal working
signals, that is to say, a large number of alarm information may be
caused by a failure, so the alarm information and failure are not a
one object relationship, but a one to many fuzzy relationships. In many
alarm information, what we need is not derivative alarm information,
but to find the root information of the alarm or how much the alarm
information solves the root alarm. So, we need a theory that can
describe the alarm information intuitively. In the traditional alarm
correlation analysis, Boolean logic is used to process quantitative alarm
information, which is directly located in a certain language range,
which makes the description of alarm information direct and hard.
However, the fuzzy relationship between alarm information and fault
performance is not definite, which leads to the deviation of network
fault diagnosis caused by this kind of rough description, thus the
accuracy of network fault location is affected. For this reason, fuzzy
theory, which is used to solve the problem that traditional mathematics
cannot accurately describe in scientific research, is used to solve this
problem in this paper.

Fuzzy mathematics is an important branch of mathematical theory.
Based on the fuzzy set theory [8,9], many theories, such as fuzzy
association rules, fuzzy evaluation [10,11], are put forward. Combining
data mining with fuzzy theory, the fuzzy association rule mining is
different from the traditional association rule mining in that every
alarm data absolutely belongs to a set of hard partition. Instead, the
attribute is divided into fuzzy sets according to expert knowledge, and
each alarm information is divided into several fuzzy sets. In this way,
the alarm information does not belong to a fuzzy set, but may belong
to each fuzzy set. The possibility of each alarm data belonging to each
fuzzy set is calculated according to the set membership function. In
this way, fuzzy association rules mining can avoid the deviation of
hard partition of traditional Boolean logic association rules mining,
and improve the accuracy of network fault diagnosis. Based on this,
this paper introduces fuzzy theory on the basis of data mining technol-
ogy, combines data mining technology and fuzzy theory, and applies
the algorithm of mining fuzzy association rules to alarm correlation
85
analysis, which improves the accuracy of network fault diagnosis. And
on this basis, this paper further proposes a dynamic time window
fuzzy association rules mining algorithm, which can directly mine the
fuzzy association rules in the fuzzy alarm database, and improve the
reliability of the association rules, thus further improving the accuracy
of network fault diagnosis.

2. Theory of mining Fuzzy association rules

2.1. Data mining technology

Data mining is a combination of database technology [12], artificial
intelligence [13], machine learning [14] and statistics [15]. The simple
interpretation of data mining is to ‘‘mine’’ the knowledge needed in
various fields from a large amount of data. Due to the wide applica-
tion of data mining, different experts have different definitions. But
generally speaking, the definition of data mining can be expressed as
"data mining is a complex process of mining hidden or unknown, user
interested and potentially valuable knowledge and rules for decision-
making from a large number of data sets (which may be incomplete,
noisy, uncertain, and various storage forms)". The mining rules rep-
resent the specific relationship between some objects in the database,
show the useful information of these objects for decision-making, and
can provide a strong basis for multiple decisions or planning.

The emergence of data mining lies in that people want to make
full use of the stored data to provide decision support, and keep a
good development prospect in the more than ten years since its birth.
Data mining, which is used in many fields, usually can find four kinds
of knowledge types: generalized knowledge that abstractly describes
the category features, related knowledge that reflects the dependency
between events, classification knowledge that reflects the common
features of the same things and the differences between different things,
and predictive knowledge that predicts future data through historical
and current data. There are many kinds of data mining technologies.
There are corresponding solutions to different problems, and differ-
ent effects have their own unique advantages. Common technologies
include clustering [16], association, neural network [17], decision
tree [18], text analysis, web mining [19], etc. Nowadays, association
and clustering technology is an important application technology in
data mining.

Association rule mining was first studied by R. Agrawal and Jiawei
Han [20], the main purpose is to get a set of all the rules that meet the
user specified minsup and minconf, with a wide range of application
scenarios, such as cross marketing. Its main basic definitions are as
follows:

(1) Transaction database: in the correlation analysis of alarm data
of communication network, transaction database represents a collection
of all alarm information in a certain period of time.

(2) Item set support: the support of 𝐼 =
{

𝑖1, 𝑖2,… , 𝑖𝑛
}

indicates
the proportion of transactions including 𝐼 in the total number of
transactions. Expressed as:

support(𝐼) = support_𝑐𝑜𝑢𝑛𝑡(𝐼𝑖)∕ |𝐷| (1)

(3) Frequent item set: set the minimum support degree minsup. If
the item set support(𝐼) ≥ minsup, the item set 𝐼𝑖 is called frequent item
set.

(4) Rule confidence: the form of expression is 𝐴 => 𝐵 rule, 𝐴 is the
front and 𝐵 is the back. 𝐴 => 𝐵 confidence is:

conf idence(𝐴 => 𝐵) = support(𝐴 ∪ 𝐵)∕support(𝐴) = 𝑃 (𝐵 |𝐴 ) (2)

(5) Association rule: for a given minsup and minconf, if support(𝐴∪
𝐵) ≥ minsup and conf idence(𝐴 => 𝐵) ≥ minconf are used, 𝐴 => 𝐵 is
alled a strong association rule. In the mining of alarm data association
ules in communication network, rule 𝐴 => 𝐵 indicates that alarms in

may derive alarms in 𝐵.
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According to the definition, association rules mining mainly in-
ludes two steps: finding frequent item sets and generating strong
ssociation rules from frequent item sets. In the two steps, the second
tep is easy to implement, so the overall performance of association rule
ining depends on the implementation of the first step.

.2. Fuzzy Theory

Set theory [21,22] put forward the principle of general situation for
he first time, which shows that all things in the world are possible to
ave a certain attribute and not have a certain attribute, and there is
o other possibility. That is to say, the attributes of all things are clear,
ot fuzzy. If this relationship is described mathematically, it means that
here is an element 𝑤 and element set 𝑋 that belong to the domain 𝑊 ,
hen the relationship between 𝑤 and 𝑋 is shown as follows:

𝐿(𝑋,𝑤,𝑊 ) =
{

1, 𝑤 ∈ 𝑋
0, 𝑤 ∉ 𝑋

(3)

However, with the development of the application of set theory, it
is found that in many cases, it is not suitable, because the real world is
not composed of clear things alone, 20 is composed of fuzzy things and
clear things. So, the general situation of set theory does not apply to all
things in the world. A new theory must be found to describe the fuzzy
attribute. Therefore, in the middle of the 20th century, researchers put
forward the fuzzy theory. Based on the classical set theory, the theory
defines the specific meaning of ‘‘fuzzy’’, and puts forward the important
fuzzy theory description tools such as fuzzy membership degree, which
perfectly describes the fuzzy phenomenon of all things in the world.
In the proposed fuzzy theory, the relationship between 𝑤 and 𝑋 is
edefined as follows.

(𝑋,𝑤,𝑊 ) = 𝑓𝑋 (𝑤), 𝑓𝑋 (𝑤) ∈ [0, 1] (4)

Where 𝑓 is a fuzzy membership function that describes the attribu-
ion degree of an attribute to something, its value range is 0 to 1; 𝑓𝑋 (𝑤)

represents the fuzzy membership degree of 𝑤 to 𝑋.
Since the fuzzy theory has been put forward and relied on, it

as attracted extensive attention of the industry. Researchers all over
he world have conducted in-depth research on it, and further put
orward many more in-depth fuzzy technologies. At the same time,
uzzy technology is also applied to many research fields, such as the
esearch of network fault diagnosis in this paper, which takes into
ccount the fuzzy relationship between alarm information and network
ault, introduces fuzzy theory on the basis of data mining, and combines
ata mining and fuzzy theory to diagnose the fault of network alarm.

.3. Mining Fuzzy association rules

On the basis of data mining technology, fuzzy association rule
ining combined with fuzzy theory is different from traditional as-

ociation rule mining. In the traditional association rule mining, each
larm information is roughly divided into certain sets, while the fuzzy
ssociation rule mining is to divide the attributes into different fuzzy
ets. Each alarm information may belong to different fuzzy sets, and
he possibility of membership is calculated according to the specific
embership function. In fuzzy association rule mining, many concepts

re defined which are different from those in traditional association
ule mining.

Fuzzy attribute item: suppose 𝐼 =
{

𝑖1, 𝑖2,… , 𝑖𝑛
}

is a set of all
ttributes, which is called attribute item set. Each 𝑖𝑘(𝑘 =, 2,… , 𝑛) is

called an item. It is assumed that each attribute item 𝑖𝑘 is fuzzy into
attribute items of different evaluation intervals of 𝑓𝑘, that is, for any
attribute item 𝑖𝑘, there is a corresponding fuzzy set

{

𝑖1𝑘, 𝑖
2
𝑘,… , 𝑖𝑓𝑘𝑘

}

,
where 𝑖𝑓𝑘𝑘 is called fuzzy attribute item. The 𝐼𝑓 shape of the fuzzy
attribute set consisting of all fuzzy attribute items is shown below.

𝐼 =
{

𝑖1, 𝑖1,… , 𝑖𝑓1 , 𝑖1, 𝑖2,… , 𝑖𝑓2 ,… , 𝑖1, 𝑖2,… , 𝑖𝑓𝑛
}

(5)
𝑓 1 1 1 2 2 2 𝑛 𝑛 𝑛
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The idea of fuzzy transaction 𝑇𝑓 and fuzzy transaction database
𝐷𝑓 =

{

𝑡1𝑓 , 𝑡2𝑓 ,… , 𝑡𝑛𝑓
}

(𝑡𝑘𝑓 , (𝑘 = 1, 2,… , 𝑛) stands for the 𝑘 transaction)
is similar to that of traditional transaction database, but the transaction
𝑇 is replaced by fuzzy transaction 𝑇𝑓 , and the item in 𝑇 becomes the
fuzzy attribute item 𝑖𝑓𝑘𝑘 in 𝑇𝑓 . The support of 𝑇𝑓 of 𝑖𝑓𝑘𝑘 contained in it
also becomes the membership degree with the value of [0, 1].

Fuzzy support degree: the fuzzy support degree of fuzzy transaction
database 𝐷𝑓 to any fuzzy attribute item 𝑖𝑓𝑘𝑘 is expressed as:

upport(𝑖𝑓𝑘𝑘 ) = 1
𝑛

𝑛
∑

𝑝=1
support(𝑖𝑓𝑘𝑘 )𝑝 (6)

Where 𝑛 is the total number of fuzzy transaction databases; support
(𝑖𝑓𝑘𝑘 )𝑝 is the membership degree of𝑖𝑓𝑘𝑘 , the fuzzy attribute item in the 𝑝
transaction of 𝐷𝑓 .

Fuzzy attribute item set 𝑋𝑓 =
{

𝑋1𝑓 , 𝑋2𝑓 ,… , 𝑋𝑚𝑓
}

, where 𝑋𝑘𝑓 , 𝑘 ∈
[1, 𝑚] is one of the fuzzy attribute set 𝐼𝑓 , its fuzzy support expression
is:

support(𝑋𝑓 ) =
1
𝑛

𝑛
∑

𝑝=1

[ 𝑚
∏

𝑘=1
support(𝑋𝑘𝑓 )

]

𝑝

(7)

Fuzzy minimum support 𝐹minsup : the minimum fuzzy support thresh-
old set by the user to determine the frequency of any fuzzy attribute
set 𝑋𝑓 in the fuzzy transaction database 𝐷𝑓 .

Fuzzy frequent 𝑘 item set: the set of fuzzy attribute items is the set
of fuzzy attribute items, which is called fuzzy item set for short. The
number of fuzzy attribute items is the length of fuzzy item set. As the
name implies, the fuzzy term set of 𝑘 order is the fuzzy term set whose
ength is 𝑘, which is called fuzzy 𝑘 term set for short. The fuzzy frequent
term set refers to the 𝑘 term set of fuzzy support 𝐹 _support ≥ 𝐹minsup.

Fuzzy association rules: if there are two sets of fuzzy terms 𝑋𝑓
and 𝑌𝑓 , the formula of 𝑋𝑓 => 𝑌𝑓 is called fuzzy association rules,
𝑋𝑓 ⊆ 𝐼𝑓 , 𝑌𝑓 ⊆ 𝐼𝑓 and 𝑋𝑓 ∩ 𝑌𝑓 = ∅. Then 𝑋𝑓 and 𝑌𝑓 are the rule
front part and the rule back part respectively. 𝑋𝑓 ∪𝑌𝑓 does not contain
the same attribute to different fuzzy evaluation interval. For example:
use 𝐿𝑜𝑤, 𝑀𝑖𝑑𝑑𝑙𝑒 and 𝐻𝑖𝑔ℎ to describe the attribute of student’s ‘‘score
S’’, then the fuzzy attribute items 𝑆.𝐿𝑜𝑤, 𝑆.𝑀𝑖𝑑𝑑𝑙𝑒 and 𝑆.𝐻𝑖𝑔ℎ cannot
appear in a fuzzy association rule at the same time, for example:
𝑆.𝐿𝑜𝑤 => 𝑆.𝐻𝑖𝑔ℎ cannot exist. Because such rules contradict with
people’s understanding, there is no meaning in real life.

Fuzzy confidence: if there is a fuzzy association rule 𝑋𝑓 => 𝑌𝑓 , its
fuzzy confidence can be expressed as the ratio of fuzzy item set 𝑋𝑓 ∪𝑌𝑓
to fuzzy item set 𝑋𝑓 support, which is recorded as:

conf idence(𝑋𝑓 => 𝑌𝑓 ) = support(𝑋𝑓 ∪ 𝑌𝑓 )∕support(𝑋𝑓 ) = 𝑃 (𝑌𝑓
|

|

|

𝑋𝑓 ) (8)

Fuzzy minimum confidence 𝐹min 𝑐𝑜𝑛𝑓 : the minimum fuzzy confidence
threshold set by the user to determine whether a fuzzy association rule
is a strong rule.

Fuzzy strong association rule: if 𝐹 _conf idence(𝑋𝑓 => 𝑌𝑓 ) ≥ 𝐹min 𝑐𝑜𝑛𝑓 ,
𝑋𝑓 => 𝑌𝑓 is the fuzzy strong association rule.

3. Dynamic mining algorithm of time window Fuzzy association
rules

In the past research, association rule mining is an object-oriented
mining algorithm, and the alarm database we need to deal with is not
a transaction database, so if we want to mine the fuzzy association
rules of the alarm database, we must transform the alarm database
into the representation of the transaction database. In the existing
transformation methods, the sliding time window [23,24] is generally
used to transform the data. But in this processing method, the alarm
database is transformed into transaction database by using sliding time
window. In the process of mining association rules, the support and
confidence of association rules will be interfered by various factors,
which can be roughly divided into two aspects: time window overlap
and time window stage. As we all know, the confidence of association
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Table 1
𝑖1 item set table.

Alarm 1 2 3

𝐼𝐴 0 s 5 s 10 s
𝐼𝐵 4 s 9 s 16 s
𝐼𝐶 4 s 18 s 26 s
𝐼𝐷 5 s 16 s 35 s
𝐼𝐸 10 s 21 s 30 s
𝐼𝐹 10 s 15 s
𝐼𝐺 14 s 14 s 37 s
𝐼𝐻 1 s 5 s
𝐼𝐼 10 s

rules has a great influence on the accuracy of network fault diagnosis,
so a new technology is urgently needed to replace the sliding time
window method. Based on this, this paper proposes a dynamic time
window fuzzy association rules mining algorithm to mine the alarm
information association rules, effectively avoiding the problems caused
by using the sliding time window method.

The traditional sliding time window method is to transform the
alarm database into a transaction database in the process of processing.
When mining the fuzzy association rules, the transformed alarm trans-
action database is used to verify the number of times that the items
contained in the candidate set appear in an alarm transaction and the
fuzzy membership degree of each occurrence, so as to count the support
degree of this item set. This shows that the traditional association rule
mining is to mine the transformed transaction database, which will
lead to the uncertainty of support and confidence in association rule
mining. In order to avoid this problem, the algorithm in this paper
wants to directly process the alarm database to determine whether
some alarm data belong to the same alarm transaction. Therefore, the
method designed in this paper is to use a fixed size dynamic time
window to deal with the alarm database directly when counting the
candidate sets, to make sure whether the candidate set items appear in
the same time window and the number of times.

The main steps of dynamic time window fuzzy association rule
mining algorithm are described as follows:

(1) First, scan the database composed of the selected alarm data, and
store the alarm time and membership degree in the 𝑖1 item set table at
the same time. The specific storage information is shown in Table 1.

(2) The support of each item set is calculated by scanning the 𝑖1 item
set table, and the candidate 𝑖1 item set is pruned to obtain the frequent
𝑖1 item set table. 𝑁 = 2.

(3) If 𝑁 ≥ 2 is used, the first 𝑁 − 1 items of frequent 𝑖𝑛 item sets
are linked into candidate 𝑖𝑁−1 item sets, and the support degree of
candidate 𝑖𝑁−1 item sets is calculated by querying frequent 𝑖1 itemset
table, then the candidate 𝑁 + 1 item sets are pruned. 𝑁 + +.

(4) If the number of frequent 𝑖𝑁 item sets obtained is greater than
1, go to step (3); otherwise, generate association rules.

The flow chart of dynamic time window fuzzy association rule
mining algorithm is shown in Fig. 1.

From the flow chart of the dynamic time window fuzzy association
rule mining algorithm in Fig. 1, it can be seen that the algorithm in
this paper records the alarm time information in the 𝑖1 itemset table,
and the subsequent calculation of the 𝑖𝑁 itemset (𝑁 ≥ 2) support is
based on the frequent 𝑖1 itemset table, so the key of this algorithm is to
determine the frequent 𝑖1 itemset table. This algorithm is improved on
the basis of traditional Apriori algorithm, so this algorithm also has the
characteristics of Apriori algorithm forward pruning. Apriori algorithm
shows that a candidate 𝑖𝑁+1 item set is linked by two frequent 𝑖𝑁 item
sets with the same previous (𝑁 − 1) items. The fuzzy support degree
of candidate item set is calculated to verify whether the linked 𝑖𝑁+1
item set is frequent. Based on this feature, the algorithm stores the
time information of alarm occurrence in the frequent itemset table, and
determines the alarm transaction in the support calculation stage of

the candidate itemset. For example, this paper assumes that the size of
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Fig. 1. Dynamic algorithm flow chart of time window fuzzy association rules mining.

the time window 𝑊 is 5S, so we can get the candidate set 𝐼𝐵𝐼𝐶 . By
querying the frequent 𝑖1 item set table (assume that the alarm items
n Table 1 given in this paper are frequent, that is to say, assume that
able 1 is the frequent 𝑖1 item set table), we can know that the number

of 𝐼𝐵 and 𝐼𝐶 occurrence is 3 times, among which the occurrence
time interval less than 𝑊 is the first occurrence of 𝐼𝐵 and the first
occurrence of 𝐼𝐶 , the third occurrence of 𝐼𝐵 and the second occurrence
of 𝐼𝐶 show that the support count of 𝐼𝐵𝐼𝐶 is 2. After analysis, we
can know that the method designed in this paper can accurately mine
the support and confidence of alarm association rules in theory. It
should be pointed out that the difference between fuzzy association
rule mining and traditional Boolean association rule mining [25,26] is
that the calculation formula of fuzzy support degree is different from
Boolean data mining, and frequent 𝑖1 item set table recording alarm
time information and alarm fuzzy membership degree is set in fuzzy
association rule mining. In addition, you can find that if you need
to change the time window size during the mining process, you do
not need to do any processing on the alarm database and frequent 𝑖1
item set table, you only need to change the size of the time window
for processing. In the traditional sliding time window method, if the
time window needs to be changed in the mining process, the alarm
transaction database that has been converted must be discarded, and
a new alarm transaction database is generated according to the alarm
database again, which will lead to the inefficiency of association rule
mining.

4. Results analysis

In the dynamic time window fuzzy association rule mining algo-

rithm, the selection of time window size is an important factor in the
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Fig. 2. The change of mining number of association rules with the size of time window.

network alarm correlation analysis. The selection is directly related to
the accuracy of association rule mining. This influence is embodied in
the determination of alarm information association. Different time win-
dows lead to different association judgments between different alarm
information. 5S and 6S time windows lead to different association
judgments between different alarm information. This shows that the
larger the time window is, the more association rules will be mined. In
this paper, the simulation analysis of this situation is carried out, and
the results are shown in Fig. 2. As can be seen from Fig. 2, the number
of mining alarm information association rules increases with the time
window becoming larger. However, when the time window reaches
10 s, the number of association rule mining basically changes little.
This is because although the time window becomes larger, there is not
too much association between the alarm information mining with the
time window becoming larger, so the number of rules does not change
too much. It can also be seen from this that although the number of
rule mining increases with the increase of time window, it is not that
the larger the time window, the better.

The increase of time window will lead to the increase of the number
of mining rules, but with the increase of time window, the number
of alarms in a time window will increase, which will also lead to the
increase of the time required for mining association rules, as shown in
Fig. 3. As can be seen from Fig. 3, the processing time of the algorithm
is proportional to the time window, and increases with the growth of
the time window.

Combined with Figs. 2 and 3, we can know that although the
number of association rule mining increases with the growth of time
window, the running time of algorithm also increases with the growth
of time window, which leads to the loss of more time while pursuing as
many rules as possible, so for the efficiency of association rule mining,
the larger the time window, the better. Therefore, in this paper, the
number of association rules and the fitting function and derivative of
the time window curve are used for analysis, and the results are shown
in Fig. 4. It can be seen from Fig. 4 that the derivative curve shows a
downward trend as a whole, and the curve of the fitting function shows
a downward trend after the time window is 13, and the derivative at
this time is less than 0. When the derivative is less than 0, it means
that the number of association rules almost no longer increases with the
increase of time window. In addition, considering the loss of algorithm
running time, the selection of time window size should not be higher
than 13 s. In this paper, the number of rules and the loss of time are
integrated, and the time window is set as 10 s.
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Fig. 3. The change of algorithm running time with the size of time window.

Fig. 4. Change of fitting function and derivative.

After choosing the length of time window, this paper analyzes the
performance of the design algorithm in the accuracy of rule confidence,
and compares it with the traditional Apriori algorithm and sliding
time window method. In the simulation analysis, in order to facilitate
the analysis of performance, this paper sets the support degree of 𝑋
as (1, 0, 0, 0), and inserts 𝑌 alarm after 80% data of alarm database
is inserted into 𝑋 alarm. According to the calculation of confidence
degree of association rules, the confidence degree of 𝑋 => 𝑌 is 80%,
and the minimum fuzzy support degree set at this time is 0.25%.
Three methods are used to mine association rules of alarm database,
and the confidence degree obtained by three methods under different
number of alarm databases is shown in Fig. 5. As can be seen from
the figure, after setting the length of time window, the confidence
obtained in the process of mining association rules is stable at 80%.
The other two methods are not accurate and vary with the increase of
the number of alarms. The association rules mining method of sliding
time window is slightly better than Apriori algorithm in accuracy and
stability. Generally speaking, this method can accurately and stably
solve the confidence degree in the process of mining association rules,
and has better application effect in the mining of fuzzy association rules

for network alarms.
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.

Fig. 5. Confidence obtained from association rules mining by three methods.

Fig. 6. Running time of association rule mining with three methods.

Then, this paper analyzes the lost time of the three methods in the
process of mining association rules, and the running time of the three
algorithms is shown in Fig. 6. It can be seen from Fig. 6 that the running
time of the three algorithms in association rule mining increases with
the increase of alarm database, among which the traditional Apriori
algorithm has the largest growth trend, followed by the association rule
mining method of sliding time window, and the growth trend of this
method is the gentlest compared with the other two methods. This is
because the method in this paper is to directly mine the alarm data in
the alarm database, while the association rule mining method of sliding
time window needs to convert the alarm database into the transaction
database, and then mine the rules in the transaction database, which
leads to the efficiency of association rule mining in this method is better
than the other two mining methods.

5. Conclusions

Now, with the wide application and increasing complexity of com-
munication network, the alarm data of communication network in-
creases gradually, which brings great challenge to network managers

to find and locate the exact location of fault in time. In order to
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locate the fault more conveniently and accurately, it is necessary to
improve the traditional fault search method with the help of computer
technology, and study a new automatic analysis technology of alarm
correlation. In this paper, based on the shortcomings of traditional data
mining technology, combined with data mining technology and fuzzy
theory, a new mining method of fuzzy association rules is formed and
applied to alarm correlation analysis. In addition, the traditional sliding
time window mining method must transform the alarm database into a
transaction database, which will bring deviation to the network alarm
analysis. In order to solve this problem, this paper designs a dynamic
time window fuzzy association rules mining algorithm based on the
fuzzy association rules mining, which can directly mine the association
rules of the alarm database and effectively avoid the interference in the
process of converting the alarm database to the transaction database.
In the simulation analysis, this paper analyzes the time window length
selection of the design method. After choosing the reasonable length
of time window, the performance of this method and the traditional
mining method is analyzed, which shows that the method designed in
this paper can obtain the confidence stably and accurately in the mining
of fuzzy association rules, and needs less time in the mining process of
fuzzy association rules, and has better efficiency of mining association
rules.
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